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1 Introduction

Functions of limited accumulation are nonstandard, discrete functions defined on an
infinitesimal discretization of the real line, such that their partial sums over discrete
intervals of infinitesimal length are limited. In fact this local property of limited
accumulation is semi-global, for it will be proved that also their partial sums over
discrete intervals of limited length are limited. Functions of limited accumulation may
be decomposed into a regular, singular and atomic part, imitating at in a discrete setting
the well-known analogous decomposition of measures on the real line.

We consider five types of decompositions. Firstly, we identify atomic, singular and
regular contributions to the discrete integral of a function of limited accumulation.
Secondly, respectively thirdly, we identify internal and external subsets where the
contributions are realized. The fourth decomposition concerns a decomposition of the
function of limited accumulation itself, in an atomic, singular and regular function. The
last decomposition links a given decomposition of the function of limited accumulation
to a decomposition of its discrete primitive into a jump-function, a sort of discrete
Cantor function - locally constant almost everywhere, but not globally constant - and a
sort of discrete absolutely continuous function.

For classical results on the decomposition of measures we refer for example to Bartle
[1]. Various nonstandard authors recognized the possibility to obtain decompositions of
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2 Imme van den Berg

measures or alternatively distributions by means of internal functions, for instance Hurd
and Loeb [11], Cartier and Perrin [7], Stroyan and Bayod [18], and Sousa Pinto [17].
Still a comprehensive treatment of the decomposition using uniquely discrete internal
functions seems novel. Being devoted to discrete integration, in a sense the present
article is a complement to the article on discrete differentiation (van den Berg [4]).
Both articles attempt to share the spirit of simplicity due to the use of external concepts
of the “radically elementary probability theory” of Nelson [16] and the “approximate
analysis” of Callot [5].

Section 2 contains some preliminary remarks and notations. In Section 3 we define the
functions of limited accumulation. We consider some examples, the most characteristic
being a discrete Dirac function, a sort of discrete ∆-function. We investigate some
basic properties, like accumulation number, and gathering point and domain. Within
the class of functions of limited accumulation we identify subclasses: atomic functions,
functions of infinitesimal accumulation, singular and regular functions.

In Section 4 we investigate the behavior of the functions of limited accumulation under
elementary operations. We prove that the discrete integral of a function of limited
accumulation over the whole domain of definition is limited. We treat rather thoroughly
the class of atomic functions, which have no counterpart in the classical theory of real
functions.

The existence of the various types of decomposition of functions of limited accumulation
is proved in Section 5.

The setting of this article is the axiomatic form of nonstandard analysis IST of Nelson.
Introductions and notations are contained in Diener and Diener [8], Robert [13], Diener
and Reeb [9] and de Oliveira and van den Berg [10].

The article uses material from the masters thesis of Canelas [6] and a previous
unpublished manuscript of the author; the notion of limited accumulation was also
used in van den Berg [3]. I thank Jacques Bosgiraud (University Paris VIII) for careful
reading of the manuscript and suggestions for improvement.

2 Preliminaries

In this article we consider functions defined on a discrete subset of R, consisting of
successive points at an infinitesimal distance.
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Functions of limited accumulation 3

Definition 2.1 We let δx always be a positive non-zero infinitesimal and X ={kδx | k ∈
Z}. Let a, b ∈ X be limited with a < b. We define the near-interval [a...b] by

[a...b] = {x ∈ X | a ≤ x ≤ b} .

We define also
[a...b[= {x ∈ X | a ≤ x < b} .

The set X is called an equidistant near-continuum in van den Berg [4]. We use here
three dots to indicate near-intervals, instead of two. We will reserve the notation [a..b]
for a near-interval with equally spaced points at distance

√
δx .

The choice to develop discrete integration on an equidistant near-continuum is by
convenience. Mutatis mutandis a general near-continuum can be used; we recall here
its definition. Let Y ⊂ R be internal; it is called a near-continuum if it is the image of
an equidistant near-continuum by a strictly monotone function ϕ : X→ R of class S0

(a definition of the property of being of class S0 can also be found in [4]).

A simple measure on the internal subsets of a discrete interval is given by the counting
measure, as follows.

Definition 2.2 Let [a...b] be a near-interval. Let A ⊆ [a...b] be internal. We define
the measure λA of A by

λA = ]A · δx.

Observe that λ[a...b[= b− a, the length of the corresponding interval [a, b[ of R.

We will use some basic properties of nonstandard analysis.

If x is a limited real number, the shadow or standard part ◦x is the unique standard real
number such that ◦x ' x . If X is an internal or external set, the standardization stX is
the standard set having exactly the same standard elements as X . If X is a standard set,
we write σX the external set of all its standard elements.

The Extension Principle states that an external function with internal values defined
only on the standard elements of a standard set has an extension which is an internal
function defined on this set. The Cauchy Principle says that no external set is internal, it
is often used to justify properties of overspill or permanence: an internal property valid
on some external set is still valid somewhere outside this set. We recall that a galaxy
G is an external set of the form G = ∪x∈σXAx , where X is standard and (Ax)x∈X is an
internal family of internal sets, and a halo H is an external set of the form H = ∩y∈σYBy ,
where Y is standard and (By)y∈Y is an internal family of internal sets; the latter notion
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generalizes the halo hal(x) of a real number x, which is the external set of all real
numbers infinitely close to x. The Fehrele Principle says that no halo is a galaxy. It
is also used to justify permanence of behavior, for example Robinson’s Lemma [14]
may be seen as a particular instance of this principle. The Lemma of Dominated
Approximation (van den Berg [2]) is a consequence of Robinson’s Lemma and says
that if f , g are Riemann-integrable real functions such that

∫ b
a f (x)dx '

∫ b
a g(x)dx for

all limited a, b ∈ R, and |f |, |g| are bounded by a standard integrable function h, then∫ ω
−ω f (x)dx '

∫ ω
−ω g(x)dx for all ω ' +∞. The lemma also holds for Riemann sums

instead of integrals.

3 Functions of limited accumulation: definitions and exam-
ples

We define the class of functions of limited accumulation and three definite subclasses:
atomic functions, singular functions and regular functions. We introduce some related
notions and present some examples.

Definition 3.1 Let [a...b] be a near interval. A function ϕ : [a...b] → R+ is said
to be of limited accumulation if

∑
y≤x≤z ϕ (x) δx is limited for all y, z ∈ [a...b] with

y ' z, y ≤ z.

Clearly functions of class S0 are of limited accumulation. We give here an example of a
function of limited accumulation which takes unlimited values and is not S-continuous.

Example 3.2 Let [a...b] be a near interval and c ∈ X with a < c < b. Let
∆c (x) : [a...b]→ R be defined by

4c (x) =

{ 1
δx x = c
0 x 6= c.

Then ∆c is a function of limited accumulation, since∑
a≤x≤b

4c (x) =
∑

a≤x<c

0δx +
1
δx
δx +

∑
c<x≤b

0δx = 1.

We call 4c the discrete Dirac function associated to c.

Definition 3.3 Let ϕ : [a...b] → R+ be a function of limited accumulation and
h ∈ [◦a, ◦b] be standard. The accumulation number αh of ϕ at h is defined by

αh = sup
{ (∑

y≤x≤z ϕ (x) δx
)◦
| y, z ' h

}
.

st
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Functions of limited accumulation 5

If αh > 0, the point h is called a gathering point of ϕ. The set H = st{h |αh > 0} is
called the gathering domain of ϕ.

As for examples, let [a...b] be a near interval and c ∈ X with a < c < b. Then ◦c is a
gathering point of the discrete Dirac function 4c , with accumulation number α◦c = 1.
Now let c1 ' c2 ∈ [a...b], a < c1 < c2 < b, and f : [a...b]→ R+ be defined by

f (x) =

{ 1
2δx x = c1 or x = c2

0 x 6= c1,c2.

Then f is of limited accumulation, with gathering point ◦c1 = ◦c2 and accumulation
number

α◦c1 = sup
{ (∑

a1≤x≤b1
h(x)δx

)◦
| a1 ' b1 ' c1

}st

= sup{0, 1
2
, 1} = 1.

A third example is given by a very concentrated Gaussian function, as follows. Let
a ∈ X+ be appreciable and g : [−a...a]→ R be defined by

(1) g(x) =
e
−x2

2
√
δx√

2π
√
δx
.

To see that g is of limited accumulation, put ξ = x/δx1/4 . Then δx = δξ · δx1/4 and

∑
−a≤x≤a

e
−x2

2
√
δx√

2π
√
δx
δx =

∑
−a
δx1/4≤ξ≤

a
δx1/4

e
−ξ2

2
√

2π
δξ.

It is easily seen by the Lemma of Dominated Approximation that

∑
−a
δx1/4≤ξ≤

a
δx1/4

e
−ξ2

2
√

2π
δξ '

+∞∫
−∞

e
−η2

2
√

2π
dη = 1.

This implies that g is of limited accumulation. Further, let ω be unlimited such that
ωδx1/4 ' 0. Then

(2)
∑

−ωδx1/4≤x≤ωδx1/4

e
−x2

2
√
δx√

2π
√
δx
δx =

∑
−ω≤ξ≤ω

e
−ξ2

2
√

2π
δξ '

ω∫
−ω

e
−η2

2
√

2π
dη ' 1,
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so 0 is a gathering point of g. Its accumulation number is given by

α0 = sup


 ∑

y≤x≤z

e
−x2

2
√
δx√

2π
√
δx
δx

◦

| y, z ' 0


st

= sup


 ∑

y

δx1/4≤ξ≤
z

δx1/4

e
−ξ2

2√
2π
δξ


◦

| y, z ' 0


st

= sup


 z/δx1/4∫

y/δx1/4

e
−η2

2√
2π

dη


◦

| y, z ' 0


st

= sup { w◦ |w ∈ [0, 1]}st = sup[0, 1] = 1.

We define now two stronger notions. The second is rather common within nonstandard
analysis.

Definition 3.4 Let [a...b] be a near interval. A function ϕ : [a...b]→ R+ is said to
be of infinitesimal accumulation if

∑
y≤x≤z

ϕ (x) δx ' 0 for all y, z ∈ [a...b] with y ' z,

y ≤ z.

Definition 3.5 (See also Hurd and Loeb [11], Cartier and Perrin [7].) Let [a...b] be a
near interval. Let D ⊆ [a...b]. A function ϕ : [a...b]→ R+ is said to be S-integrable
or regular on D if for all internal subsets N ⊆ D,

λN ' 0⇒
∑
x∈N

ϕ (x) δx ' 0.

Clearly an S-integrable function is of infinitesimal accumulation. Obvious examples
of S-integrable functions are limited functions and in particular functions of class S0 .
Still, an S-integrable function may take unlimited values, as is shown by the function
ϕ(x) : [−1...1]→ R+ defined by

ϕ (x) =

{ √
1
δx x = 0

0 x 6= 0.

The next example exhibits a function of infinitesimal accumulation which is not
S-integrable.
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Functions of limited accumulation 7

Example 3.6 Assume for convenience that 1√
δx
∈ N. Define f : [0...1[→ R+ by

f (x) =

{
1√
δx

x√
δx
∈ N

0 else.

Let η =
{

0,
√
δx, 2
√
δx, 3
√
δx, ...,

(
1√
δx
− 1
)√

δx
}

. Then

λη =
1√
δx
δx =

√
δx ' 0

and ∑
x∈η

f (x) δx =
∑
x∈η

√
δx =

1√
δx

√
δx = 1.

A discrete Dirac function is an example of a function of limited accumulation which is
not of infinitesimal accumulation.

The notion of function of limited accumulation has been defined for positive functions.
The notion may not be extended as such to alternate functions without undesirable
consequences. This is illustrated by the next example.

Let f : [0...1]→ R be defined by

f (x) =

{ 1
δx

x
δx even

− 1
δx

x
δx odd.

Let y, z be such that y < z, y ' z. Then −1 ≤
∑

y≤x≤z f (x) δx ≤ 1, so f is of limited
accumulation. But f + and f − are not of limited accumulation. Indeed, if z− y = kδx
with k ' +∞ even, one has∑

y≤x≤z

f + (x) δx =

[
1
δx

(
z− y
2δx

)
δx
]

=
k
2
,

which is unlimited. In the same way we find
∑

y≤x≤z f − (x) δx = − k
2 ' −∞.

We might consider adaptations of the notion of ϕ being of limited accumulation, by
applying it to |ϕ|, or by asking that

∑
x∈η ϕ (x) δx is limited for any set η ⊂ X of

infinitesimal measure, but we do not pursue this here.

Next to regular functions we distinguish two more types of functions of limited
accumulation. Our goal will be to show that every function of limited accumulation can
be decomposed into functions of the types in question.
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Definition 3.7 Let ϕ : [a...b] → R+ be a function of limited accumulation. The
function ϕ will be called atomic if there exists an internal set C ⊆ [a...b] of infinitesimal
measure such that ϕ(x) = 0 for x ∈ [a...b] \ C and such that

∑
x∈D ϕ (x) δx ' 0 for

every internal set D ⊆ C such that D ∩ hal(h) = ∅ for every gathering point h of ϕ.

Examples of atomic functions are the discrete Dirac-functions, standard finite sums of
them, and the function g defined in (1), when restricted to an interval of infinitesimal
length. Observe that a function of limited accumulation without gathering points is
necessarily of infinitesimal accumulation.

Definition 3.8 Let ϕ : [a...b]→ R+ be a function of infinitesimal accumulation. The
function ϕ will be called singular if there exists a set η of infinitesimal measure such
that ϕ(x) = 0 for x ∈ [a...b] \ η .

The function ϕ defined in Example 3.6 is an example of a singular function.

4 Properties of functions of limited accumulation

We will always consider non-negative functions defined on a given near-interval
[a...b]. We show that functions of limited accumulation have a particular bound. As a
consequence the class of functions of limited accumulation is closed under addition, but
not under multiplication and discrete differentiation. Then we turn to discrete integrals
of functions of limited accumulation. We prove a fundamental property of functions
of limited accumulation: the total sum over the near-interval [a...b] is limited. This
implies that the discrete primitive of a function of limited accumulation is of limited
accumulation. We investigate in particular the properties of the gathering points with
respect to the discrete integral.

Proposition 4.1 If f is a function of limited accumulation, it is bounded by c
δx for

some limited c.

Proof Suppose not. Then by the Cauchy Principle there exists x0 ∈ [a...b] such
that f (x0) δx ' ∞. Then

∑
x0≤x<x0+δx f (x) δx = f (x0) δx is unlimited. So we have a

contradiction.

Proposition 4.2 The sum of two functions of limited accumulation is a function of
limited accumulation.
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Proof Let f and g be two functions of limited accumulation and y, z ∈ [a...b] be such
that y ≤ z, y ' z. Then∑

y≤x≤z

(
f (x) + g (x)

)
δx =

∑
y≤x≤z

f (x) δx +
∑

y≤x≤z

g (x) δx,

which is limited, being the sum of two limited numbers.

Proposition 4.3 The product of two functions of limited accumulation is not necessarily
a function of limited accumulation.

Proof A counterexample is given by the square of the discrete Dirac function ∆0 .
Indeed, let y, z ∈ X be such that y < 0, z > 0 and y ' z. Then∑

y≤x≤z

∆2
0(x)δx = ∆2

0 (0) δx =
1
δx2 δx =

1
δx
,

which is unlimited.

Proposition 4.4 The discrete derivative of a discrete Dirac function is not a function
of limited accumulation.

Proof Let y ∈ [a...b[. Then

δ∆y (y− δx)
δx

=
∆y (y)−∆y (y− δx)

δx
=

1
δx − 0
δx

=
1
δx2 ,

which is not of the form c/δx with limited c.

We will now study discrete primitives and integrals of functions of limited accumulation.

Theorem 4.5 Let ϕ be a function of limited accumulation. Let I =
∑

a≤x<b ϕ (x) dx .
Then I is limited.

Proof Let G be the external set of all ε ≥ 0 such that ε is the length of a discrete
subinterval η of [a...b[ and

∑
x∈η ϕ (x) δx is limited. Then G is a galaxy or is internal.

Clearly G contains the halo, say H , formed by all multiples of δx which are infinitesimal.
One has H ⊆ G by Definition 3.1, hence H & G by the Fehrele Principle or the Cauchy
Principle. Let ε ∈ G\H , then ε is appreciable. Hence there exists a standard n ∈ N and
x0, x1, ..., xn ∈ [a...b] such that x0 = a, x0 < x1 < ... < xn , xn = b and xi+1 − xi ≤ ε,
for all i with 0 ≤ i ≤ n− 1. Let

M = max

 ∑
y≤x≤y+ε

ϕ(x)δx | a ≤ y, y + ε ≤ b

 .
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Then M is limited. Hence

I =
∑

a≤x<b

ϕ (x) δx =
n−1∑
i=0

 ∑
xi≤x<xi+1

ϕ (x) δx

 ≤ n−1∑
i=0

M = nM

is limited.

Definition 4.6 Let ϕ : [a...b] → R+ be a function. The function Φ : [a...b[→ R+

given by Φ(x) =
∑

a≤y<x ϕ(y)δx will be called its discrete primitive.

We derive the following consequence of Theorem 4.5.

Proposition 4.7 The discrete primitive of a function of limited accumulation is a
limited non-decreasing function.

Proof Let ϕ : [a...b] −→ R+ be of limited accumulation and Φ its discrete primitive.
Then Φ is non-decreasing. Moreover Φ(a) = 0, and Φ(b) is limited by Theorem 4.5.
Hence Φ is limited.

Discrete primitives of functions of limited accumulation are functions of limited steps in
the sense of Diener and Reeb [9]: these are discrete functions such that the difference of
two successive values is at most limited. The steps of the discrete primitives which are
truly limited and not infinitesimal correspond to the gathering points of the functions of
limited accumulation.

We study now the behavior of a function of limited accumulation with respect to its
gathering points.

Proposition 4.8 Let ϕ be a function of limited accumulation. Let h be a gathering
point of ϕ and αh be the accumulation number of ϕ at h. Then there exist y, z ' h
with y ≤ z such that for all η, ζ ' h with η ≤ y and ζ ≥ z

(3)
∑
η≤x≤ζ

ϕ (x) δx ' αh.

Proof Let η, ζ ' h be such that η ≤ ζ . We show firstly that

(4)
∑
η≤x≤ζ

ϕ (x) δx . αh.

Journal of Logic & Analysis 9:2 (2017)
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We have ∑
η≤x≤ζ

ϕ (x) δx '

( ∑
η≤x≤ζ

ϕ (x) δx

)◦

≤ sup

{( ∑
β≤x≤γ

ϕ (x) δx

)◦

|β, γ ' h, β ≤ γ

}st

= αh.

This implies (4).

Secondly we show that there exist y, z ' h, y ≤ z such that

(5)
∑

y≤x≤z

ϕ (x) δx & αh.

Let n ∈ N be standard. There exist β, γ ∈ [a...b[ such that β < γ, β ' h ' γ and∑
β≤x≤γ

ϕ (x) δx > αh −
1
n
.

By the Extension Principle, there exist internal sequences (βn)n∈N and (γn)n∈N such
that

(6)
∑

βn≤x≤γn

ϕ (x) δx > αh −
1
n

for all standard n ∈ N. By Robinson’s Lemma and the Cauchy Principle there exists
unlimited ν ∈ N such that still βν ' h ' γν , and (6) holds for n = ν . Then

(7)
∑

βν≤x≤γν

ϕ (x) δx & αh.

Put y = βν and z = γν . Then (3) follows from (7) and (4).

Example 4.9 Let ϕ : [a...b]→ R+ be defined by
ϕ (0) = 1

δx
ϕ (δx) = δx
ϕ (−δx) = δx
ϕ (x) = 0 if x /∈ {−δx, 0, δx}.

Then ϕ is atomic, with accumulation number α0 = 1. Putting y = −δx, z = δx we
have for all η, ζ ' 0 with η ≤ y and ζ ≥ z∑

η≤x≤ζ
ϕ (x) δx = δx · δx +

1
δx
· δx + δx · δx = 1 + 2δx2 ' 1.
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Example 4.10 Consider the function g defined in (1). Applying the substitution
x = y · (δx)1/4 we derive from (2) with ω = δx−1/8 that

∑
−δx1/8≤x≤δx1/8

e
−x2

2
√
δx√

2π
√
δx
δx ' 1.

Hence with η, ζ ' 0, η ≤ −δx1/8 and ζ ≥ δx1/8 , also∑
η≤x≤ζ

e
−x2

2
√
δx√

2π
√
δx
δx ' 1.

As a consequence of Theorem 4.5 and Proposition 4.8 we obtain that the external set
of gathering points of a function of limited accumulation is externally countable, ie in
one-to-one correspondence with (a subset of) the external set of standard elements of N.

Theorem 4.11 The external set of gathering points of a function of limited accumulation
is at most externally countable.

Proof Let ϕ : [a...b] −→ R+ be a function of limited accumulation and Φ its
discrete primitive. Let h be a gathering point of ϕ. By Proposition 4.8 there exist
y, z ∈ [a...b[ with y, z ' h and y < z such that Φ (y) � Φ (z). Now Φ (y) and
Φ (z) are limited by Proposition 4.7. Then there exists a standard rational number
q such that ◦Φ (y) < q < ◦Φ (z). Applying the Standardization Principle we may
associate a standard rational number qh to every gathering point h of ϕ; because Φ

is non-decreasing, different gathering points correspond to different standard rational
numbers. Because the external set of standard rational numbers is externally countable,
the external set of gathering points is at most externally countable.

5 Decompositions

We consider five types of decompositions. In Subsection 5.1 we distinguish atomic,
singular and regular contributions to the discrete integral of a function of limited
accumulation. In Subsection 5.2 the domain is decomposed into internal, respectively
external, subdomains where these contributions are realized. In Subsection 5.3 we
decompose the function of limited accumulation itself, into an atomic, singular and
regular function. In the final Subsection 5.4 we show that this decomposition of a
function of limited accumulation corresponds to a decomposition of its discrete primitive
into a kind of jump-function, a sort of discrete Cantor-function and a sort of discrete
absolutely continuous function.

Journal of Logic & Analysis 9:2 (2017)
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5.1 Contributions to the discrete integral

Again we consider functions ϕ of limited accumulation defined on a near-interval
[a...b]. By Theorem 4.11 the gathering domain H of ϕ may be arranged into a sequence.
With the help of H we identify three definite types of contribution to the value of the
discrete integral I =

∑
a≤x<b ϕ (x) δx of ϕ.

Notation 5.1 Let ϕ be a function of limited accumulation. We will write the gathering
domain of ϕ in the form H = {hn | n ≤ m} in case H has m elements, for some
standard m ∈ N, and in case H is infinite we write H = {hn | n ∈ N}, where hn is a
gathering point of ϕ for every standard n ∈ N. Whenever hn is an gathering point of
ϕ, we let αhn be the accumulation number associated to hn . If H has m elements for
some standard m ∈ N, we put αhn = 0 for n > m.

Definition 5.2 Let ϕ be a function of limited accumulation. Let
(
αhn

)
n∈N be the

standardized of the (possibly) external sequence
(
αhn

)
st n∈N of its accumulation numbers.

Then the series A defined by

A =
∞∑

n=0

αhn

is called the atomic contribution of ϕ to I .

Definition 5.3 Let ϕ be a function of limited accumulation. We define the singular
contribution S of ϕ to I by

S = sup
{ (∑

x∈N
ϕ(x)δx

)◦
|N ⊂ [a...b] \

⋃
h∈σH

hal(h),N internal, λN ' 0
}st

.

Definition 5.4 Let ϕ be a function of limited accumulation. We define the regular
contribution R of ϕ to I by

R = sup
{ (∑

x∈D
ϕ(x)δx

)◦
|D ⊂ [a...b] internal, ϕ S-integrable on D

}st

.

In order to justify the definitions we start by showing that the series
∑∞

n=0 αhn converges
indeed.

Lemma 5.5 Let ϕ be a function of limited accumulation. Let m ∈ N be standard
and h0, ..., hm be accumulation points of ϕ. Then there exist disjoint internal intervals
J0, ..., Jm ⊆ [a...b] such that J0 ⊂ hal(h0), ..., Jm ⊂ hal(hm) and

∑m
n=0 αhn '∑m

n=0
∑

x∈Jn
ϕ (x) δx .
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The lemma is an immediate consequence of Proposition 4.8.

Theorem 5.6 Let ϕ be a function of limited accumulation. Then its atomic contribution∑∞
n=0 αhn converges.

Proof It is only needed to consider the case where H is infinite. Let m ∈ N be standard.
By Lemma 5.5 there exist internal intervals J0, ..., Jm ⊆ [a...b] such that J0 ⊂ hal(h0),
..., Jm ⊂ hal(hm) and

∑m
n=0 αhn '

∑m
n=0
∑

x∈Jn
ϕ (x) δx ≤ I . Then

∑m
n=0 αhn ≤ ◦I

for all standard m ∈ N. By Transfer
∑m

n=0 αhn ≤ ◦I for all m ∈ N. Hence
∑∞

n=0 αhn

converges, the sequence of its partial sums being non-decreasing.

Theorem 5.7 Let ϕ be a function of limited accumulation.

(1) There exist ν ∈ N and an internal sequence (Jn)n≤ν of disjoint intervals such
that, with C =

⋃
n≤ν

Jn ,

(a) For every standard n ∈ N such that αhn 6= 0 it holds that Jn ⊂ hal(hn) and∑
x∈Jn

ϕ (x) δx ' αhn .
(b) λC ' 0.
(c)

∑
x∈C ϕ (x) δx ' A.

(2) If ν ′ ∈ N and
(
J′n
)

n≤ν′ is an internal sequence with union C′ =
⋃

n≤ν′
J′n , having

the same properties, one has
∑

x∈C∆C′ ϕ (x) δx ' 0.

(3) If I ⊆ C is internal and I ∩ ∪{hal(hn) | stn ∈ N, αhn 6= 0} = ∅, one has∑
x∈I ϕ(x)δx ' 0.

Proof (1) If H is standard finite, say of the form {h0, ..., hm} with standard m, by
Proposition 4.8 and Lemma 5.5 there exist disjoint internal intervals J0, ..., Jm ⊆
[a...b] such that J0 ⊂ hal(h0), ..., Jm ⊂ hal(hm) and

∑
x∈Jn

ϕ (x) δx ' αhn for all

n with 1 ≤ n ≤ m. Let C =
⋃

1≤n≤m
Jn . Then λC = λ

( ⋃
n≤m

Jn

)
=
∑m

n=0 λJn '

0 and
∑

x∈C ϕ (x) δx =
∑m

n=0
∑

x∈Jn
ϕ (x) δx '

m∑
n=0

αhn = A.

Now suppose that H = {hn |n ∈ N} is infinite. By the above method we
obtain an external sequence (Jn)stn∈N of internal disjoint intervals of infinite-
simal length such that Jn ⊂ hal(hn),

∑
x∈Jn

ϕ (x) δx ' αhn for all standard n,
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∑m
n=0
∑

x∈Jn
ϕ (x) δx '

m∑
n=0

αhn for all standard m, and λ

( ⋃
1≤n≤m

Jn

)
' 0.

By the Extension Principle there exists an internal sequence (Jn)n∈N exten-
ding the external sequence (Jn)stn∈N . By the Cauchy Principle there exists
ν ∈ N such that all intervals Jn , n ≤ ν , are disjoint. Also, applying Ro-
binson’s Lemma we may assume, with C =

⋃
n≤ν

Jn , that still λC ' 0 and∑
x∈C

ϕ (x) δx =
∑ν

n=0
∑

x∈Jn
ϕ (x) δx '

∑ν
n=0 αhn . By Theorem 5.6 the series∑∞

n=0 αhn converges to A, and because it is standard
∑ν

n=0 αhn ' A. Hence∑
x∈C ϕ (x) δx ' A.

(2) Assume Ć =
⋃

n≤ν′
J′n has the same properties. It follows from Proposition 4.8 that∑

x∈Jn∆J′n
ϕ (x) δx ' 0 for all standard n. It follows from the Cauchy Principle

and Robinson’s Lemma that there exists µ ' +∞ with µ ≤ min (ν, ν́) such that
Jm
⋂

J′n = ∅, once m 6= n, m, n ≤ µ, and

(8)
∑
n≤µ

 ∑
x∈Jn∆J′n

ϕ (x) δx

 ' 0.

Now

(9) C∆C′ ⊆

⋃
n≤µ

Jn∆J′n

 ∪
 ⋃
µ≤n≤ν

Jn

 ∪
 ⋃
µ≤n≤ν′

J′n

 .

Because

∑
0≤n≤µ

(∑
x∈Jn

ϕ (x) δx

)
'
∑

0≤n≤µ

∑
x∈J′n

ϕ (x) δx

 ' A,

one has

(10)
∑

µ≤n≤ν

(∑
x∈Jn

ϕ (x) δx

)
' 0

and

(11)
∑

µ≤n≤ν′

∑
x∈J′n

ϕ (x) δx

 ' 0.

Combining (9), (8), (10) and (11), we prove that
∑

x∈C∆C′ ϕ (x) δx ' 0.
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(3) Let I ⊆ C be internal and I∩∪{hal(hn) | stn ∈ N, αhn 6= 0} = ∅. Put C′ = C\I
and J′n = Jn \ I for all n ≤ ν . Then J′n = Jn for all standard n ∈ N. Then Part 2
implies that

∑
x∈I ϕ(x)δx ' 0.

Observe that the restriction of ϕ to the set C of the above theorem is an atomic function.

Next theorem relates the singular contribution and the regular contribution to the
accumulated contribution to the value of the discrete integral.

Theorem 5.8 Let ϕ be a function of limited accumulation. Let C as been given by
Theorem 5.7.

(1) There exists an internal set M ⊆ [a...b] \ C , with λM ' 0, such that ϕ is a
function of infinitesimal accumulation on M and

∑
x∈M ϕ (x) δx ' S . If M′

has the same properties, with respect to a set C′ given by Theorem 5.7, one has∑
x∈M4M′ ϕ (x) δx ' 0.

(2) There exists an internal set Q ⊆ [a...b] \ (C ∪M), with λQ ' b− a, such that
ϕ|Q is S-integrable and

∑
x∈Q ϕ (x) δx ' R. If Q′ has the same properties with

respect to a set C′ given by Theorem 5.7 and a set M′ given by Part 1, one has∑
x∈Q4Q′ ϕ (x) δx ' 0.

Proof Let C ⊆ [a...b] be an internal set such that λC ' 0 and
∑

x∈C ϕ (x) δx ' A,
such as given by Theorem 5.7.

(1) For every standard n ∈ N there exists an internal set Nn ⊆ [a...b] \
⋃

h∈σH
hal(h)

such that λNn ' 0 and S ≥
∑

x∈Nn
ϕ (x) δx ≥ S − 2

n . For such n, put
Mn = Nn \ C . Because (Nn ∩ C) ∩

⋃
h∈σH

hal(h) = ∅, Theorem 5.7.3 implies

that
∑

x∈Nn∩C ϕ (x) δx ' 0. Hence S ≥
∑

x∈Mn
ϕ (x) δx =

∑
x∈Nn

ϕ (x) δx −∑
x∈Nn∩C ϕ (x) δx ≥ S − 1

n . By the Extension Principle there exists an inter-
nal sequence (Mn)n∈N extending the external sequence (Mn)n∈σN . Applying
Robinson’s Lemma and the Cauchy Principle we see that there exists ν ' ∞
such that still λMν ' 0, Mν ⊆ [a...b] \ C and S ≥

∑
x∈Mν

ϕ (x) δx ≥ S − 1
ν .

Put M = Mν . Because M ⊆ [a...b] \ C , the function ϕ is of infinitesimal
accumulation on M . Moreover, λM ' 0 and

∑
x∈M ϕ (x) δx ' S .

Assume that M′ has the same properties, as prescribed. Because λ(M ∪
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M′) ' 0, the definition of S implies that
∑

x∈M∪M′ ϕ (x) δx . S , hence∑
x∈M∪M′ ϕ (x) δx ' S . So

S .
∑
x∈M

ϕ (x) δx +
∑

x∈M′\M

ϕ (x) δx '
∑

x∈M∪M′
ϕ (x) δx ' S,

which implies that
∑

x∈M′\M ϕ(x)δx ' 0. Similarly we prove that∑
x∈M\M′ ϕ (x) δx ' 0. Hence

∑
x∈M4M′ ϕ (x) δx ' 0.

(2) Let Q = [a...b] \
(
C
⋃

M
)

. Then Q is an internal set and λQ ' b − a. Let
η ⊆ Q such that λη ' 0. Put σ =

∑
x∈η ϕ (x) δx. Suppose σ � 0. If

there exists a standard hn ∈ H and an internal interval J ⊂ hal(hn) such that∑
x∈η∩J ϕ (x) δx 6' 0, the atomic contribution of ϕ to its discrete integral would

be larger than A, a contradiction. Hence
∑

x∈η∩J ϕ (x) δx ' 0 for every internal
interval J ⊂ hal(hn) such that hn ∈ H is standard. Applying the Principle of Cau-
chy we may find for each standard n ∈ N an internal interval K ⊃ hal(hn) such
that

∑
x∈K∩η ϕ (x) δx ≤ σ/2n+1 . By the Extension Principle and the Principle

of Cauchy we may find an unlimited integer ν and an internal sequence (Kn)n≤ν
such that Kn ⊃ hal(hn) for all standard n ∈ N and

∑
n≤ν

∑
x∈Kn∩η ϕ (x) δx ≤∑

n≤ν σ/2n+1 ≤ σ/2. Hence
∑

x∈(∪n≤νKn)∩η ϕ(x)δx ≤ σ/2, which implies that∑
x∈∩η\(∪n≤νKn) ϕ (x) δx ≥ σ/2. Hence the singular contribution to the discrete

integral I of ϕ would be larger than S , a contradiction. We conclude that ϕ is
S-integrable on Q.
By definition of R, one has

∑
x∈Q ϕ (x) δx . R. Suppose

∑
x∈Q ϕ (x) δx � R.

Then there exists some internal set D ⊆ [a...b] such that ϕ is S-integrable on
D and

∑
x∈Q ϕ (x) δx �

∑
x∈D ϕ (x) δx. Because λQ ' b − a, it holds that

λ(D \ Q) ' 0. Because ϕ is S-integrable on D \ Q,∑
x∈D

ϕ (x) δx =
∑

x∈D∩Q

ϕ (x) δx +
∑

x∈D\Q

ϕ (x) δx .
∑
x∈Q

ϕ (x) δx.

So we derived a contradiction. Hence
∑

x∈Q ϕ (x) δx ' R.
Assume Q′ ⊆ [a...b] has the same properties, as prescribed. Since Q4Q′ =

Q∩ (M′∪C′)∪Q′∩ (M∪C) it is the union of a set of infinitesimal measure within
Q and a set of infinitesimal measure within Q′ . By the above

∑
x∈Q4Q′ ϕ (x) δx

is the sum of two infinitesimals, hence is infinitesimal.

Theorem 5.9 Let ϕ be a function of limited accumulation. Then its discrete integral I
may be written in the form I ' A + S + R, where A is the atomic contribution of ϕ, S
is the singular contribution of ϕ and R is the regular contribution of ϕ.

Journal of Logic & Analysis 9:2 (2017)



18 Imme van den Berg

Proof Let C , M and Q be as defined in Theorem 5.7 and 5.8. Because [a...b] =

C ∪M ∪ Q and C,M and Q are two-by-two disjoint,

I =
∑
x∈C

ϕ(x)δx +
∑
x∈M

ϕ(x)δx +
∑
x∈Q

ϕ(x)δx.

The near-equalities
∑

x∈C ϕ(x)δx ' A,
∑

x∈M ϕ(x)δx ' S and
∑

x∈Q ϕ(x)δx ' R
follow also from Theorem 5.7 and 5.8.

5.2 Decompositions of the domain

We decompose the interval of definition [a...b] of the function of limited accumulation
in a way which corresponds to the decomposition in values of Theorem 5.9. The
decomposition of [a...b] will be done in two ways: one into internal sets and one into
external sets. As for the first, we adapt the decomposition [a...b] = C ∪M ∪ Q of
Theorem 5.7 and 5.8, in order to obtain a slightly more natural decomposition.

Theorem 5.10 Let ϕ be a function of limited accumulation. Then [a...b] = C∪M∪Q,
where C,M and Q are internal and two-by-two disjoint, λC ' λM ' 0 and ϕ takes
only unlimited values on C ∪M , such that

∑
x∈C ϕ(x)δx ' A,

∑
x∈M ϕ(x)δx ' S and∑

x∈Q ϕ(x)δx ' R.

Proof By Theorem 5.9 there exist internal sets C,M and Q, which are two-by-two
disjoint, satisfy λC ' λM ' 0 and are such that

∑
x∈C ϕ(x)δx ' A,

∑
x∈M ϕ(x)δx ' S

and
∑

x∈Q ϕ(x)δx ' R. Define for n ∈ N

Mn = {x ∈ M|ϕ (x) ≥ n} .

Then
∑

x∈Mn
ϕ (x) δx ' S for all standard n ∈ N. By Robinson’s Lemma there

exists unlimited ν ∈ N such that still
∑

x∈Mν
ϕ (x) δx ' S . Put M′ = Mν . Then

ϕ takes only unlimited values on M′ and
∑

x∈M′ ϕ (x) δx '
∑

x∈M ϕ (x) δx ' S .
In the same way we obtain C′ ⊆ C such that ϕ takes only unlimited values on
C′ and

∑
x∈C′ ϕ (x) δx '

∑
x∈C ϕ (x) δx ' A. Put Q′ = [a...b] \ M′ ∪ C′ . Then∑

x∈Q′ ϕ (x) δx '
∑

x∈Q ϕ (x) δx ' R. By construction C′,M′ and Q′ are two-by-two
disjoint with λC′ ' λM′ ' 0.

The internal decomposition of Theorem 5.10 is unique up to sets of infinitesimal measure.
The decomposition may be transformed into a "canonical" external decomposition,
which is unique. Generically spoken, the contributions to the discrete integral I on these
sets cannot be represented by real numbers. However, they may be given in terms of the
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external numbers of Koudjeti and van den Berg [12]. An example of an external number
is the external set of all infinitesimals �. The external set of external numbers is an
ordered structure of particular external intervals of R, with strong algebraic properties.
Using the notation of external numbers the following theorem holds.

Theorem 5.11 Let ϕ be a function of limited accumulation. Define

γ =

{
x ∈ [a...b] |

∑
y'x

ϕ (y) δx > �

}

µ =

{
x ∈ [a...b] |

∑
y'x

ϕ (y) δx = �, ϕ (x) ' +∞

}

θ =

{
x ∈ [a...b] |

∑
y'x

ϕ (y) δx = �, ϕ (x) limited.

}
Then γ, µ and θ are two-by-two disjoint and [a...b] = γ ∪µ∪ θ . Moreover there exists
an internal set C ⊆ γ such that

∑
x∈C ϕ(x)δx ' A, an internal set M ⊆ µ such that∑

x∈M ϕ(x)δx ' S and for all standard ε > 0 there exists an internal set P ⊆ θ such
that

∑
x∈P ϕ(x)δx ≥ R− ε.

Proof By definition the external sets are two-by-two disjoint and fill up the interval
[a...b]. The set C of Theorem 5.10 is contained in γ and it holds that

∑
x∈C ϕ(x)δx ' A.

Similarly, the set M of Theorem 5.10 is contained in µ and it holds that
∑

x∈M ϕ(x)δx '
S . For the set Q = [a...b] \ (C ∪M) of Theorem 5.10 it holds that

∑
x∈Q ϕ(x)δx ' R.

We define ψ = ϕ|Q . For each n ∈ N we let ψ(n) be the function ψ truncated at n,
ie ψ(n)(x) = ψ(x) if ψ(x) ≤ n and ψ(n)(x) = 0 if ψ(x) > n, and let Pn ⊆ Q be the
support of ψ(n) . Observe that ψ is regular on Q. We claim that

∑
x∈Q ψ

(ν)(x)δx ' R
for all ν ' +∞. If not, let µ ' +∞ be such that

∑
x∈Q ψ

(µ)(x)δx � R. Then∑
x∈Q(ψ(x) − ψ(µ)(x))δx ≥ µλ(Q − Pµ) � 0. If λ(Q − Pµ) � 0,

∑
x∈Q(ψ(x) −

ψ(µ)(x))δx ' +∞, a contradiction with the fact that ψ − ψ(µ) ≤ ψ is of limited
accumulation. If λ(Q− Pµ) ' 0, the function ψ − ψ(µ) is singular on Q− Pµ , hence
also ψ ≥ ψ − ψ(µ) , in contradiction with the fact that ψ is assumed to be regular. This
proves the claim. Let ε > 0 be standard. One obtains with the aid of the Principle
of Cauchy that

∑
x∈Q ψ

(n)(x)δx =
∑

x∈Pn
ψ(x)δx ≥ S − ε for some standard n ∈ N.

Noting that Pn ⊆ θ , this proves the theorem.

Observe that in general there may not exist an internal set P ⊆ θ such that
∑

x∈P ϕ(x)δx '
R. A counterexample is given by the function f : ]0...1]→ R+ defined by f (x) = 1/

√
x .
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5.3 Decomposition of the function

We write the function ϕ of limited accumulation itself as the sum of three functions
which correspond to the atomic part, the singular part and the regular part of its discrete
integral.

Theorem 5.12 Let ϕ : [a...b] → R+ be a function of limited accumulation. Then
there exist functions ϕA , ϕS , ϕR : [a...b]→ R+ with disjoint supports such that ϕA is
atomic, ϕS is singular, ϕR is regular and ϕ = ϕA + ϕS + ϕR and its discrete integrals
satisfy ∑

x∈[a...b]

ϕA (x) δx ' A

∑
x∈[a...b]

ϕS (x) δx ' S

∑
x∈[a...b]

ϕR (x) δx ' R.

Moreover, let ϕ′A , ϕ′S , ϕ′R be a second decomposition into an atomic function ϕ′A , a
singular function ϕ′S and a regular function ϕ′R with disjoints supports. Then∑

x∈[a...b]

∣∣ϕ′A (x)− ϕA (x)
∣∣ δx '

∑
x∈[a...b]

∣∣ϕ′S (x)− ϕS (x)
∣∣ δx

'
∑

x∈[a...b]

∣∣ϕ′R (x)− ϕR (x)
∣∣ δx ' 0.

Proof Consider the decomposition of [a...b] into internal sets C , M and Q as given by
Theorem 5.7 and 5.8. Define ϕA = ϕ|C , ϕS = ϕ|M and ϕR = ϕ|Q . Then ϕA is atomic,
ϕS is singular and ϕR is regular. Hence ϕA , ϕS , ϕR is the required decomposition.
Let ϕ′A , ϕ′S , ϕ′R be a second decomposition satisfying the properties of the theorem.
Let C′ be the support of ϕ′A , M′ be the support of ϕ′S and Q′ be the support of ϕ′R ,
supposed disjoint and covering [a...b]. Observe that C′ and M′ have infinitesimal
measure. Clearly

∑
x∈C′

ϕ′A (x) δx . A and
∑

x∈Q′ ϕ
′
R (x) δx . R.

Suppose firstly that
∑

x∈C′ ϕ
′
A (x) δx � A. Then there exists a gathering point h

and an internal interval J ⊂ hal(h) ∩ C such that
∑

x∈C′∩J ϕ
′
A (x) δx � αh , while∑

x∈J ϕ (x) δx ' αh . Then
∑

x∈J(ϕ′S (x) +ϕ′R (x))δx � 0, meaning that ϕ′S (x) or ϕ′R (x)
cannot be of infinitesimal accumulation, a contradiction. Hence

(12)
∑
x∈C′

ϕ′A (x) δx ' A;
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observe that if h is a gathering point, we also may conclude that
∑

x∈C′∩J ϕ
′
A (x) δx ' αh

for sufficiently large internal intervals J ⊆ hal(h) ∩ C. As a consequence of the latter

(13)
∑

x∈C′∩C

ϕ (x) δx '
∑
h∈H

αh = A.

Secondly,∑
x∈Q′

ϕ′R (x) δx =
∑

x∈Q′∩C

ϕ′R (x) δx +
∑

x∈Q′∩M

ϕ′R (x) δx +
∑

x∈Q′∩Q

ϕ′R (x) δx,

where
∑

x∈Q′∩C ϕ
′
R (x) δx '

∑
x∈Q′∩M ϕ

′
R (x) δx ' 0, being discrete integrals of a

regular function over sets with infinitesimal measure. Hence∑
x∈Q′

ϕ′R (x) δx '
∑

x∈Q′∩Q

ϕ′R (x) δx '
∑

x∈Q′∩Q

ϕR (x) δx .
∑
x∈Q

ϕR (x) δx.

In the same way we show that
∑

x∈Q ϕR (x) δx .
∑

x∈Q′
ϕ′R (x) δx . Hence

(14)
∑
x∈Q′

ϕ′R (x) δx '
∑
x∈Q

ϕR (x) δx ' R.

Then it follows from (12), (14) and Theorem 5.9 that
∑

x∈M′ ϕ
′
S (x) δx ' S .

To prove the remaining part of the theorem, we prove first the near-equalities

(15)
∑

x∈C4C′
ϕA (x) δx '

∑
x∈C4C′

ϕ′A (x) δx ' 0

(16)
∑

x∈M4M′
ϕS (x) δx '

∑
x∈M4M′

ϕ′S (x) δx ' 0

(17)
∑

x∈Q4Q′
ϕR (x) δx '

∑
x∈Q4Q′

ϕ′R (x) δx ' 0.

As for (15), applying (13) we find∑
x∈C4C′

ϕA (x) δx =
∑

x∈C\C′
ϕA (x) δx

=
∑
x∈C

ϕA (x) δx−
∑

x∈C∩C′
ϕA (x) δx

' A−
∑

x∈C∩C′
ϕ (x) δx ' A− A = 0.
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In an analogous way we derive that
∑

x∈C4C′ ϕ
′
A (x) δx ' 0. As for (16), we use the

fact that λM ' 0 and ϕ′R is regular to obtain

∑
x∈M4M′

ϕS (x) δx =
∑

x∈M\M′
ϕS (x) δx

=
∑

x∈M\M′
ϕ′A (x) δx +

∑
x∈M\M′

ϕ′R (x) δx

'
∑

x∈C′\(C∪R)

ϕ′A (x) δx

≤
∑

x∈C′\C

ϕ′A (x) δx

=
∑

x∈C′∆C

ϕ′A (x) δx ' 0.

The near-equality
∑

x∈M4M′ ϕ
′
S (x) δx ' 0 is derived analogously. As for (17), we use

(15) and (16) to prove that

∑
x∈Q4Q′

ϕR (x) δx =
∑

x∈Q\Q′
ϕR (x) δx

=
∑

x∈Q∩C′
ϕR (x) δx +

∑
x∈Q∩M′

ϕR (x) δx

=
∑

x∈Q∩C′
ϕ′A (x) δx +

∑
x∈Q∩M′

ϕ′S (x) δx

=
∑

x∈C′\(M∪C)

ϕ′A (x) δx +
∑

x∈M′\(M∪C)

ϕ′S (x) δx

.
∑

x∈C′\C

ϕ′A (x) δx +
∑

x∈M′\M

ϕ′S (x) δx ' 0,

with an analogous derivation of
∑

x∈Q4Q′ ϕ
′
R (x) δx ' 0.
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To finish the proof, using (15)∑
x∈[a...b]

∣∣ϕ′A (x)− ϕA (x)
∣∣ δx

=
∑

x∈C∩C′

∣∣ϕ′A (x)− ϕA (x)
∣∣ δx +

∑
x∈C4C′

∣∣ϕ′A (x)− ϕA (x)
∣∣ δx

=
∑

x∈C4C′

∣∣ϕ′A (x)− ϕA (x)
∣∣ δx

≤
∑

x∈C4C′

∣∣ϕ′A (x)
∣∣ δx +

∑
x∈C4C′

|ϕA (x)| δx

=
∑

x∈C4C′
ϕ′A (x) δx +

∑
x∈C4C′

ϕA (x) δx

' 0.

One shows in analogous way that∑
x∈[a...b]

∣∣ϕ′S (x)− ϕS (x)
∣∣ δx ' 0

and ∑
x∈[a...b]

∣∣ϕ′R (x)− ϕR (x)
∣∣ δx ' 0.

Example 5.13 Assume 1√
δx
∈ N. Consider the function f : [0...1[→ R+ defined by

f (x) =

{
2x√
δx

x√
δx
∈ N

0 x√
δx
/∈ N.

Here we may take C = ∅, M = N
√
δx ∩ [0...1[ and Q = [0...1[ \M . Then only fS is

non-zero. Let us consider M as a near-interval with equally spaced points at distance√
δx and denote it by M = [0..1[. Then

S '
∑
x∈M

fS (x) δx =
∑
x∈M

2x√
δx
δx =

∑
x∈[0..1[

2x
√
δx '

∫ 1

0
2xdx = 1,

hence S = 1, being standard.

Example 5.14 Let ϕ : [0...2]→ R be defined by

ϕ (x) =

{ 1
δx x = 1
x x 6= 1.
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We may take C = {1}, M = ∅ and R = [0...1[ \ {1}, and we have

A = ϕA(1)δx = 41 (1) δx =
1
δx
δx = 1.

Also

R '
∑
x∈Q

ϕR (x) δx =
∑

x∈[0...2[\{1}

ϕR (x) δx '
∑

x∈[0...2[

xδx '
∫ 2

0
xdx = 2,

hence R = 2, being standard.

Example 5.15 Assume 1
δx1/8 ∈ N. Let ϕ : ]0...1[→ R+ be defined by ϕ(x) =

g(x) + f (x) + w(x), with g defined as in (1), f defined as in Example 5.13 and w
defined by w(x) = 1/

√
x . We may take C =]0...δx1/8[, M = N

√
δx ∩

[
δx1/8...1

[
, and

Q =
[
δx1/8...1

[
\M . Then it follows from Example 4.10 that

A '
∑

]0...δx1/8[

ϕA(x)δx =
∑

0<x<δx1/8

e
−x2

2
√
δx√

2π
√
δx
δx

' 1
2

∑
−δx1/8<x<δx1/8

e
−x2

2
√
δx√

2π
√
δx
δx ' 1

2
.

Let us use the notation [c..d] for near intervals from limited numbers c to d with steps√
δx , as suggested by Example 5.13. Then

S '
∑
x∈M

ϕS(x)δx =
∑

x∈[δx1/8..1[

2x
√
δx '

∑
x∈]0..1[

2x
√
δx '

∫ 1

0
2xdx = 1.

Finally

R '
∑
x∈Q

ϕR(x)δx '
∑

x∈[δx1/8...1[\M

1√
x
δx '

∑
x∈]0...1[

1√
x
δx '

∫ 1

0

1√
x

dx = 2.

We have A = 1
2 , S = 1 and R = 2, because A, S and R are standard. The discrete

integral I of ϕ over ]0...1[ amounts to I ' A + S + R = 3 1
2 .

The above examples illustrate that a singular or an atomic function may very well be
regular after an appropriate rescaling, with discrete integral nearly equal to a Riemann
integral.
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5.4 Decomposition of the discrete primitive

In this final section we add to the previous decompositions a decomposition of the
discrete primitive of a function of limited accumulation. We start by recalling some
definitions. As before we suppose that the discrete functions ϕ are non-negative and
defined on a near-interval [a...b]. For x ∈ [a...b[ we define the difference function δϕ
by δϕ (x) = ϕ(x + δx)− ϕ(x).

Definition 5.16 A function ϕ is said to be absolutely S-continuous if for all N ⊆ [a...b[
with λN ' 0 ∑

x∈N

δϕ (x) ' 0.

The shadow of an absolutely S-continuous function with limited values is well-defined
and absolutely continuous (Hurd and Loeb [11]).

Definition 5.17 A function ϕ is said to be nearly everywhere constant, if there exists
a set N ⊆ [a...b] with λN ' b − a such that ϕ(x) = ϕ(x + δx) for all x such that
x, x + δx ∈ N .

A discrete Dirac function is an example of a nearly everywhere constant function.

Definition 5.18 Let r ∈ ◦[a, b] and sr 6= 0 be standard. A function ϕ has a jump in r
of width sr if there exist y, z ∈ [a...b] with y, z ' r and y < x , such that

ϕ (ζ)− ϕ (η) ' sr

for all η, ζ ∈ [a...b] such that η, ζ ' r , η ≤ y and ζ ≥ z.

Definition 5.19 A function ϕ with exactly one jump sr in some point r ∈ ◦[a, b], of
type

ϕ(x) =

{
0 a ≤ x < ρ

σ ρ ≤ x ≤ b,

where ρ ∈ [a...b] , ρ ' r and σ ∈ R, σ ' sr , will be called a discrete function of
Heaviside of width sr .

Definition 5.20 A limited function ϕ : [a...b]→ R such that there exists an internal
set C ⊆ [a...b] of infinitesimal measure such that δΦ(x) = 0 for x ∈ [a...b] \ C and
such that it is absolutely S-continuous on every internal set D ⊆ C of [a...b] which
does not touch any halo of the jumping points, will be called a jump-function.
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Observe that the discrete primitive of a discrete Dirac function is a discrete Heaviside
function with width of jump equal to 1.

Generally spoken a gathering point h of a function of limited accumulation, with
accumulation number αh , corresponds to a jump of its discrete primitive at h with
width sh = αh and vice-versa. So next proposition is a consequence of Theorem 4.11.

Proposition 5.21 Let Φ be a discrete primitive of a function of limited accumulation.
Then the external set of its jumps is at most externally countable.

Proposition 5.22 Let Φ be the discrete primitive of an atomic function ϕ on [a...b[.
Then Φ is a jump-function with Φ(b) ' A. Conversely, if Φ is a jump-function on
[a...b], with Φ(a) = 0, its discrete derivative ϕ is atomic, with atomic contribution
A ' Φ(b).

Proof Let Φ be the discrete primitive of an atomic function ϕ. Let Γ be the support
of ϕ. By Theorem 5.7 there exist ν ∈ N and an internal sequence (Jn)n≤ν of disjoint
intervals such that, with Jn = [jn...kn[ and C =

⋃
n≤ν

Jn , firstly for all standard n

∈ N such αhn 6= 0 it holds that Φ(kn) − Φ(jn) ' αhn , secondly λC ' 0, and thirdly∑
x∈C ϕ(x)δx ' A. Notice that also ϕ|C is atomic, so

(18)
∑

x∈Γ\C

ϕ(x)δx ' 0

by Theorem 5.12. Hence Φ(b) =
∑

x∈Γ ϕ(x)δx ' A. Moreover, let D ⊆ Γ \
∪stn∈Nhal(hn) be internal. Then (18) and Theorem 5.7 imply that∑

x∈D

δΦ(x) =
∑

x∈D\C

ϕ(x)δx +
∑

x∈D∩C

ϕ(x)δx ' 0.

We conclude that Φ is a jump-function.

Conversely, let Φ be a jump-function, with Φ(a) = 0, and ϕ be its discrete derivative.
Let Γ be the support of ϕ. Then λΓ ' 0. Because Φ(b) is limited, the function ϕ is of
limited accumulation. The jumping points, say h, with width sh of Φ correspond to
gathering points of ϕ with accumulation number αh = sh , and the standardized H of the
set of jumping points may be arranged into a sequence, so we may use the notation αhn

of Notation 5.1. By Theorem 5.7 we may find ν ∈ N and an internal sequence (Jn)n≤ν
of disjoint intervals such that, with Jn = [jn...kn[ and C =

⋃
n≤ν

Jn , firstly for all standard

n ∈ N such αhn 6= 0 it holds that
∑

x∈[jn...kn[ ϕ(x)δx = Φ(kn)− Φ(jn) ' αhn , secondly
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λC ' 0, and thirdly
∑

x∈C ϕ(x)δx ' A. Now
∑

x∈Γ ϕ(x)δx = Φ(b) '
∑

n∈N shn =∑
n∈N αhn = A. Let D ⊆ Γ \ ∪stn∈Nhal(hn). Then

(19)
∑
x∈D

ϕ(x)δx =
∑
x∈D

δΦ(x) ' 0.

As a consequence ϕ is atomic. Let ε > 0 be standard. If n ∈ N is standard,
because

∑
x∈J ϕ(x)δx ' αhn for every internal interval J with Jn ⊆ J ⊆ hal(hn),

there exists an internal interval K ⊃ hal(hn) such that
∑

x∈K ϕ(x)δx < αhn + ε
2n . By

the Principle of Extension and the Principle of Cauchy there exists some unlimited
µ ∈ N and an internal sequence (Kn)n≤µ such that Kn ⊃ hal(hn) for all standard n and∑

x∈Kn
ϕ(x)δx < αhn + ε

2n for all n ≤ µ. Applying (19) we find∑
x∈Γ

ϕ(x)δx =
∑

x∈Γ∩∪n≤µKn

ϕ(x)δx +
∑

x∈Γ\∪n≤µKn

ϕ(x)δx

'
∑

x∈Γ∩∪n≤µKn

ϕ(x)δx

. A + ε.

Because ε is arbitrary, we derive that
∑

x∈Γ ϕ(x)δx . A. Combining, we conclude that∑
x∈Γ ϕ(x)δx ' A ' Φ(b).

Proposition 5.23 Let ϕ be a function of limited accumulation and Φ be its discrete
primitive. Then

(1) ϕ is atomic with atomic contribution A > 0 if and only if Φ is a jump-function
with Φ (a) = 0 and Φ(b) ' A.

(2) ϕ is singular with singular contribution S > 0 if and only if Φ is S-continuous
and nearly always constant with Φ (a) = 0 and Φ(b) ' S .

(3) ϕ is regular with regular contribution R > 0 if and only if Φ is absolutely
S-continuous with Φ (a) = 0 and Φ(b) ' R.

Conversely, the above equivalences continue to hold if Φ : [a...b] → R is non-
decreasing such that Φ (a) = 0 and Φ (b) is limited and ϕ : [a...b[→ R defined by
ϕ = δΦ

δx is its discrete derivative.

Proof (1) This part follows from Proposition 5.22.

(2) Let ϕ be singular and let η ⊆ [a...b[ be such that λη ' 0,
∑

x∈η ϕ(x)δx ' S
and ϕ is zero on [a...b] \ η . This implies that Φ is nearly always constant, with
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Φ(b) = Φ(b)−Φ(a) ' S . Let y, z ∈ [a...b] with y < z and y ' z. Because ϕ is
of infinitesimal accumulation

(20) Φ(z)− Φ(y) =
∑

y≤x<z

ϕ(x)δx ' 0.

hence Φ is S-continuous.
Conversely, if Φ(x) = Φ(x + δx) for all x such that x, x + δx ∈ [a...b] \ η ,
with λη ' 0, its discrete derivative ϕ is nearly always zero. Because Φ is
S-continuous, by (20) the function ϕ is of infinitesimal accumulation. The
function ϕ is singular, for∑

x∈η
ϕ(x)δx = Φ(b)− Φ(a) = Φ(b) ' S.

.

(3) Let ϕ be regular and η ⊆ [a...b[ be such that λη ' 0. Then
∑

x∈η ϕ(x)δx ' 0.
So
∑

x∈η δΦ(x) ' 0. Hence Φ is absolutely S-continuous on [a...b]. Moreover,
Φ (a) = 0 and

Φ(b) = Φ(b)− Φ(a) =
∑

x∈[a...b[

ϕ(x)δx ' R.

Conversely, if Φ is absolutely S-continuous, one has
∑

x∈η ϕ(x)δx '
∑

x∈η
δΦ(x) ' 0 for all η ⊆ [a...b[ such that λη ' 0. Hence ϕ is regular, with∑

x∈[a...b[ ϕ(x)δx = Φ(b)− Φ(a) = Φ(b) ' R.

The second part of the proposition amounts to a reformulation of the first part of the
proposition.

We end with a decomposition theorem for non-decreasing functions.

Theorem 5.24 Let Φ : [ a...b]→ R be a non-decreasing function such that Φ (a) and
Φ (b) are limited. Then there exist non-negative non-decreasing functions ΦA , ΦS and
ΦR such that ΦA is a jump-function, ΦS is an S-continuous function which is nearly
everywhere constant, and ΦR is absolutely S-continuous, such that

Φ− Φ (a) = ΦA + ΦS + ΦR.

Moreover, let I = Φ (b)−Φ (a), A be the atomic contribution of δΦ
δx to I , S its singular

contribution to I and R its regular contribution to I . Then ΦA (b) ' A, ΦS (b) ' S
and ΦR (b) ' R. If Φ′A , Φ′S , Φ′R is a second decomposition of Φ − Φ (a) into a
jump-function Φ′A , an S-continuous function which is nearly everywhere constant Φ′S ,
and an absolutely S-continuous function Φ′R , all non-negative and non-decreasing, then
Φ′A (x) ' ΦA (x), Φ′S (x) ' ΦS (x) and Φ′R (x) ' ΦR (x) for all x ∈ [a...b].
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Proof Let ϕA , ϕS , ϕR be the decomposition of ϕ = δΦ
δx given by Theorem 5.12. Let

ΦA , ΦS , respectively ΦR be the discrete primitive of ϕA , ϕS , respectively ϕR . By
Proposition 5.23 the function ΦA is a jump-function, the function ΦR is S-continuous and
nearly everywhere constant and the function ΦR is absolutely S-continuous. Because
the supports of ϕA , ϕS and ϕR are disjoint, one has Φ−Φ (a) = ΦA + ΦS + ΦR . Again
by Proposition 5.23 we have ΦA (b) ' A, ΦS (b) ' S and ΦR (b) ' R. Let Φ′A , Φ′S , Φ′R
be a second decomposition of Φ into a jump-function Φ′A , an S-continuous function
which is nearly everywhere constant Φ′S , and an absolutely S-continuous function Φ′R ,
all non-negative and non-decreasing. Observe that ΦA(a) = Φ′A(a) = ΦS(a) = Φ′A(a) =

ΦR(a) = Φ′R(a) = 0. Let x ∈ [a...b[. Put ϕ′A =
δΦ′A
δx , ϕ′S =

δΦ′S
δx and ϕ′R =

δΦ′R
δx . Then

by Theorem 5.12

∣∣Φ′A(x)− ΦA(x)
∣∣ =

∣∣∣∣∣∣
∑

a≤y<x

(ϕ′A(y)− ϕA(y))δx

∣∣∣∣∣∣ ' 0.

Hence Φ′A(x) ' ΦA(x). One shows in the same way that Φ′S(x) ' ΦS(x) and Φ′R(x) '
ΦR(x).
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